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Introduction



The OMATIC system is an automatic generator of ontologies implementing a method aimed to the adaption of WordNet, a lexical resource developed by Miller (1990), to a given domain and sublanguage. This method may be applied to  languages for which are absent extended lexical resources. 

The core idea underlying the OMATIC system is to export a coarse-grained flattened view of the structure of WN to a target language, via a bilingual dictionary, and to build a fine-grained flat taxonomy of terms, using an ad hoc classification algorithm.

The semantic classification provided by the OMATIC system has three important properties



is a structure in the target language

is specific for the domain and sublanguage

provides a permanent resource for other NLP application



The OMATIC system has been implemented both in the multilingual and in the english version. The difference between the two implementation is slight and relies only in the direct use of WN, without the intermediate bilingual dictionary. Furthermore, the OMATIC system is able to accomplish the task of WSD properly said, assigning a semantic tag to each occurrence of a term.








Definitions, acronyms, abbreviations

Definitions

BAG OF WORD: A set in which the same term may appear one or more time.

BASE-FORM: The unflexed form of a term (example: knife is the base-form of knives, be of being and so on).

CLASS: A predefined category of nouns.

CONTEXT: A window of terms starting d terms before and ending d terms after a given term. The d parameter is said context width.

CORPUS: A text semantically homogeneous (example: a collection of articles in the Wall Street Journal).

DOMAIN: The semantic field on which relies a corpus (example: the Wall Street Journal relies on the financial domain).

KERNEL: A core of terns, particularly nouns, mostly representative for a class.

MUTUAL OCCURRENCE: The condition for which two terms appear in the same context. In this document is defined as the number of times this condition holds in the whole corpus.

NATURAL LANGUAGE PROCESSING: The field of Aritificial Intelligence devoted to study the human language from the Computer Science perspective.

POS-TAGGER: A computer program assigning the correct POS tag to a word, the most effective to date is the BrillTagger by E. Brill.

SALIENCY: The importance of a term with respect to a given category. A term is salient for a category if it  frequently cooccurrs with kernel terms of this category.

SUBLANGUAGE: The collective senses of the terms defined and used in a linguistic domain (example: bank on a financial domain assumes mostly the sense of institution/organization then the natural object sense, as edge of a river). 

TAXONOMY: A structured classification.

TRAINING SET: A selection of terms of the corpus from which the system is able to infer semantic knowledge.

WORD SENSE DISAMBIGUATION: A classification paradigm, that is the task of assigning a set of senses to a word in each of its occurrences.



Acronyms, abbreviations

BOW: Bag Of Word

DB: Data Base

DSENSE: Domain Sense Function

NDSENSE: Normalized Domain Sense Function

NLP: Natural Language Processing

OMATIC: ONT-O-MATIC, an (attempt of) automatic generator of ontologies

POS: Part Of Speech, a syntactic category (example: nouns, verbs, adjective, adverb, punctuation and so on)

resp.: Respectively

TAX.: Taxonomy

TS: Training Set

ver. Version

w.r.t: With respect to

WN: WordNet

WSD: Word Sense Disambiguation

References

The OMATIC system has been developed as a graduate thesis and is based mainly on the work of David Yarowsky (Computer Science Dept., Johns Hopkins University, Baltimore MD- USA) and Roberto Basili (Computer Science Dept., University of Rome “Tor Vergata”, Italy). Hereafter is a selection of the most important references for this document.

C. Consoli, Classificazione semantica dei termini in un sottolinguaggio: un modello indipendente dalla lingua, Computer Science Graduate Thesis, 1998.

D. Yarowsky, One sense per collocation, Proceedings ARPA Human Language Technology Workshop, Princeton 1993.

D. Yarowsky, Word Sense Disambiguation using statistical models of Roget’s categoried trained on large corpora, Proceedings COLING ‘92, Nantes 1992.

E. Brill, A simple rule-based Part Of Speech tagger, Proceedings 3rd conference on applied NLP, 1992.

R. Basili, M. Della Rocca, M.T. Pazienza, Contextual word sense tuning and disambiguation, Journal of Applied Artificial Intelligence, 11, 1997.



A more detailed description of the methodology implemented in the OMATIC system is on the relevant graduate thesis. For additional information, do not hesitate to contact the author (cconsoli@capgemini.it).
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Outline of the classification method

The OMATIC system classification method is splitted in 5 steps.

Representation of the POS-tagged corpus in term of a Bag of Words of nouns, verbs, adverbs, adjective (the admitted POS) converted to base-form and a list of word-positions in the corpus.

Building of an initial categorization of some terms from WN and a bilingual dictionary.

Selection of a kernel of significant terms for each class.

Elaboration word context distribution in the corpus to establish the relevance of a term for each class.

Reclassification of  each term in the corpus, based on its position w.r.t. salient term for the classes.



The learning process of the OMATIC system is sensitive to the following parameters



the context width

the number of kernel terms

the maximum and mimum absolute frequencies of terms to include included in the training set

the threshold for the high-pass filter for the classification function



These steps are discussed separately in the next paragraphs.

BOW builder

The Bag of Word builder is responsible of re-organizing the corpus structure, producing a list of terms for part-of-speech of interest (i.e. nouns, verbs, adjectives and adverbs) and a list of positions (in terms of word position in the corpus) for each term in the corpus.

Functional definition

The corpus is reorganized in term of a Bag of Words, for each of the admitted POS, i.e. nouns, verbs, adverbs and adjectives. The corpus is represented in term of a DB of triples, such as





�EMBED Equation.2���



The triples DB are stored in a text-only form, in the files nouns.pro, verbs.pro, adjs.pro, advs.pro, in the OMATIC/DATA subdirectory. The BOW is enriched by the list of occurrences, in term of word-position w.r.t the whole corpus, as in



�EMBED Equation.2���



where the number ni means that the word w appears as the ni word in the corpus. The lists of positions are located in the CTXTS subdirectory of the OMATIC/DATA subdirectory, a file for each term.

A calling script sorts the BOW Prolog DB by occurrence and catenates them in the file terms.pro.




Seeder

The seeder (or kernel builder) is responsible of identifying an initial semantic classification for the terms, using the information collected by WN. 



Functional definition

The seeder builds an initial semantic categorisation for the target language using the information collected from WN and a bilingual dictionary. The basic idea is to import all the meanings of each english translation of the target language.

The first quantity evaluated by the seeder is the probability



�EMBED Equation.2���



and t(w) is the set of english translation for therm w.

These quantities are stored in the DB  wn_tax.pro, (located in OMATIC/WN_DATA) which is called the Wordnet flat taxonomy of synsets, where there is a line for each term, holding the number of times it appears on a class-C synset, as in the following tuple



� EMBED Equation.2  ���



as the  tuple DB is quite huge, the indexed-searching tool seek is provided to retreieve data with ease.



Given the definition of entropy of a distribution, here referred as the degree of ambiguity of a term w,  as in



�EMBED Equation.2���



from the conditional probability, the seeder evaluatues the function



�EMBED Equation.2���



which measures the degree of representativity for the word w for the kernel of class C. This function gives preference to the term s.t.



they are frequent in the corpus

their translations appear frequently class-C synsets of WN

they are less ambiguous



The scores are kept separately for each class i in the file score.i of the OMATIC/DATA/KERNEL directory, while the conditioned probabilities are kept in the likewise files in OMATIC/DATA/SCORE. Each of these score file is ordered by an apposite module, ksort, in OMATIC/SCRIPTS.










Context distribution evaluator

The context distribution evaluator module is responsible of evaluating the number of time each term falls in the contexts of kernel terms of each class.

Functional definition

Given a kernel of terms, the context distribution module evaluates the number of time each term in the corpus (provided is an admitted POS) occurrs in the contexts of kernel terms of each class.

Given a context-width d, and the mutual occurrence of two terms v, w i.e.:



� EMBED Equation.2  ���# of occurrence of v in the contexts of w



the mutual occurrence of a term in the contexts of terms in the kernel of class C (Kernel(C)) is given by



�EMBED Equation.2���

The context distribution module, for each term w, evaluates the tuple



�EMBED Equation.2���



stored in the text file OMATIC/DATA/ctxt_distr.txt.

The training set for a class C is defined as the set of terms showing a strictily positive mutual occurrence with the kernel terms of C, as defined in



�EMBED Equation.2���



and the whole training set is identified by the union of the training sets for the classes



�EMBED Equation.2���



The OMATIC system does not need to store the terms in the trainig set separately, beacause of the ease of evaluation of the mutual occurrence function, which is the base for all the exposed formulas.



For each class C, is also collected the number of occurrences of terms in its kernel contexts, that is the quantity



� EMBED Equation.2  ���



and stored in the OMATIC/DATA/GLOBAL/class_mcard
 text file.







Domain Sense evaluation module

The Domain Sense evaluation module is responsible of evaluating a function of semantic evaluation (DSense) for the reclassification task.



Functional definition

The semantic classification is based on a function called DSense, which embodies the information collected from the contexts surrounding each kernel word. The function is devised according the assumption (Yarowsky, ‘92) “a term is a candidate for classification in class C if it frequently occurrs with salient terms for this class”. 

The OMATIC system evaluates the degree of importance or saliency of a term, according the following



�EMBED Equation.2���



which can be viewed as the probability of seeing a term w in the contexts of the kernel terms for the class C.

The classification task is sensitive to the frequency of a term in the training set, expressed by the following



� EMBED Equation.2  ���



which gives a measure of the unbalancing of the training set in the sense that the class whose kernel terms are mostly frequent tend to behave as an attractor for  the classification task.

The following measure 



�EMBED Equation.2���



states the coverage of the class C on the training set, and is used to compensate the phenomenon depicted above. Please notice that on a balanced corpus the probability distribution PTS(C) tend to be uniform, so this measure is also a tool to quantify the unbalancing degree of the corpus. The numerator of PTS(C) is collected from the context distribution statistic file OMATIC/DATA/GLOBAL/class_mcard.

Finally, the DSense function is defined as follows



�EMBED Equation.2���





and is stored in the file OMATIC/DATA/DSTable.txt as a text DB of tuples in the format



(w, DSense(w, C1), ... , DSense(w,Cn))




Reclassification module

The  Reclassification module is responsible of normalizing and filtering the DSense function of semantic evaluation, completing the reclassification task.



Functional definition

The final classification task is carried on by a normalization of the DSense function over its mean and standard deviation and a threshold filtering.

The normalized domain sense function NDSense is evaluated as follows



�EMBED Equation.2���



where mC, sC are the mean and standard deviation of the DSense function over the class C.

The threshold-filtering process is defined to let the survive only the classifications for which the NDSense function is higher than a fixed threshold DSN0, as defined in



�EMBED Equation.2���



if the value of the NDSense function for a term w and a class C exceeds the fixed threshold, than w is classified in the class C.

The filtered NDS function is stored as a tuple in the text DB OMATIC/DATA/DSNtable.txt, in the format



(w, nw , nw|TS ,  NDSense(w, C1), ... , NDSense(w,Cn))



the training set frequency are also outputted in the Prolog DB OMATIC/DATA/ts_prob.pro.

The reclassification module also provides a seeder-classifier comparative table to compare the classification process with the senses originally provided by the seeder and the bilingual dictionary. In this table appears a row for each term, two columns for the absolute and training set frequencies of the term  and a column for each class in which may appear one of these symbols



symbol ‘*’:  classifier and seeder agreement, term w  is in class C

symbol ‘+’: classifier extended the seeder decision (new sense for term)

symbol ‘-’: classifier removed the seeder decision

symbol ‘.’: classifier and seeder agreement, term w is not in class C

�the table is stored as a text DB in OMATIC/DATA/WNvsCLASS.txt.






WSD module

The WSD module is responsible of assigning a set of classes to the single occurrence of a given term.

Functional definition

Given the i-th occurrence of a term w and the relevant context of (width d) ctxtd(wi), the WSD evaluates the local DSense function as defined in



�EMBED Equation.2���



The function is then again normalized w.r.t. the mean and standard deviation mC, sC of the previously evaluated global DSense function and filtered by a thrshold, in the usual way



�EMBED Equation.2���



the sense tagger assigns then the occurrence wi to the classes C such that





�EMBED Equation.2���



The WSD module also uses the morphological analyser to retrieve the base-form of the terms.


The module outputs to stdout (on-screen), with the following format



Class(cosa/f:152/tsf:128): 9 Tops 0.058389 artifact 0.055633 attribute 0.202756 motive 0.156633 object 0.028869 phenomenon 0.594904 process 0.096384 shape 0.290913 state 0.149858

ctxt(cosa/62933): '<'  di  cognizione  '>'  i  secondi  e  'cio\''  coerentemente  con  la  distinzione  prevista  fin  'dall\''  editto  del  Cardinal  Pacca  '('  1820  ')'  tra  le  '<'   [COSE]   'd\''  arte  '>'  e  le  '<'  cose  di  erudizione  '>'  '.'  Il  volume  contiene  '-'  oltre  alla  loc_raccolta_completo  della  legislazione  su  beni  culturali  e  spettacoli  '-'  'l\''  analisi  dei  beni 

Tag(cosa/62933): 4 artifact 15.283 phenomenon 2.277 process 0.431 state 0.521

Dec(cosa/62933): 1 artifact 1 0



Row 1 shows the classification after the learning process held by OMATIC for the italian term cosa, and is outputted only once, along with the absoulte frequency (152) and training set frequency (128). The initial classification is written specifying the number of initial classes (9), than the class names and scores.

For each occurrence found  is shown the word-position in the corpus (the term cosa is the 62933th word in the corpus)  and the relevant context, as in Row 2. The tagging term is shown in upper-case and between square brackets.

Row 3 shows the tags surviving after the local classification for the examined context, here are 4 possible tags, along with names and scores.

Finally, row 4 shows the tags relevant to the maximum score found��.

In this example, even if the highest valued class was phenomenon, the sense tagger selects the right tag for the local context of term cosa, which is artifact.







�



ANNEX 
: Noun categories in WordNet



1	Tops

2	act

3	animal

4	artifact

5	attribute

6	body

7	cognition

8	communication

9	event

10	feeling

11	food

12	group

13	location

14	motive

15	object

16	person

17	phenomenon

18	plant

19	possession

20	process

21	quantity

22	relation

23	shape

24	state

25	substance

26	time









� The last two numbers, 0 and 1 are used by a tool that checks the classification against humans, here not discussed.
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